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Abstract— Energy consumption has become a critical issue for
data centers, triggered by the rise in energy costsolatility in the
supply and demand of energy and the widespread priéération of
power-hungry information technology (IT) equipment. In
response, researchers are developing energy-efficiedata centers
by incorporating energy-aware systems both at theT level
(shutting down servers or temperature-aware worklod
placement) as well as at the facilities level (shirng down air-
conditioning units, increasing temperature of air sipplied to the
plenum). In this work, we explore a novel approachto
coordinated-management of IT systemsand its cooling
infrastructure to joint power and temperature objectives. In
particular, for a given total IT workload, we present a method to
determine the optimal settings of computer room akconditioning
units (CRACSs) in a data center so as to minimize evall energy
consumption in the data center while satisfying spified
temperature constraints. Using potential fluid-flow theory, our
approach identifies distinct thermal zones associat with each
CRAC and then provisions cooling power to match theheat
generated from the racks in that zone. We illustree the resulting
range in behavior and potential for energy savingsn a large
10,000 sgft commercial data center with 10 CRACs ah 186
racks.
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l. INTRODUCTION

The sharp rise in energy usage in data centerkdfuzy
increased IT workload and high server density, aodpled
with a concomitant increase in the cost and viiatdf the
energy supply, have triggered urgent calls to imeralata
center energy efficiency. Energy management ia danters
lies very naturally within the scope of self-mamagi
computing because data centers encompass bothathe, |
complex, difficult-to-manage IT environment and
analogously complex physical infrastructure thaipsuts that
IT environment [1]. In data centers, myriad inttirsgy
physical components such as power distributionsumibwer
supplies, water cooling units, and air conditionimgts interact
not just with one another, but also with the sofava
components in IT systems, resulting in a managemeitem
that is both qualitatively similar to and quantiitety harder
than that of managing IT alone.

A powerful, principled and practical approach tdf-se
management that has been advocated entails defmaig
level objectives in terms of utility functions, attten using a
combination of modeling, optimization and learntaghniques
to set the values of system control parameters saoa
maximize the utility. Authors have used utility fiions for

diverse autonomic computing applications,
negotiation among autonomic performance manageestive
conflicting resource demands,

performance tradeoffs in servers [2].

In this paper we demonstrate that utility functiaas be
applied fruitfully on a larger scale, to the datater facility as
a whole. Administrators who operate at this st¢atel not to
be concerned with application-level issues such
performance, availability, or security. They arerenconcerned
with issues such as energy utilization, temperathaedware
lifetime, and (at the bottom line) cost. Accordinglwe
formulate simple, plausible utility functions thakpress a
tradeoff between energy and temperature considestiand
then show how to combine modeling with optimizattorfind
a setting of data center control parameters to mai that
utility. In our case, we aim to manage the spatialisioning
of cooling power in the data center by controllitige fan
speeds and on/off state of individual computer roaimn
conditioning units (CRAC) units and the spatialyis@ning of
heat distribution in the data center by controlling spatial
arrangement of IT workload placement.

Intelligent automated approaches to data centelingpavere
pioneered by researchers at Hewlett Packard [6), idéntified
common patterns of data center cooling inefficieaci Other
researchers like Moore et al. [7] have pointedtbat workload
placement could be used as an additional contralnpeter for
cooling data centers. In previous work Hamannle{3a4]
have investigated energy-balance and computatidioéd
dynamics (CFD) models to study the provisioningcobling
power in data centers. Das et al. [5] have emplaymergy-
balance models to investigate the applicability wdflity
functions to optimize the provisioning of coolingwer in a
small data center. In this paper, we build on spovious

thework and attempt for the first time to combine doglpower

provisioning along with IT workload provisioning at more
granular level in a large data center by using dbecept of
CRAC thermal zones.

II.  CRACTHERMAL ZONES

A thermal zone is the space cooled by a CRAC wbickws
air into the data center plenum. To determine ttieemal
zone associated with a CRAC, we use potential flesory to
calculate a two-dimensional velocity field in thiequm. The

potential ¢ , satisfies the Poisson equation

%= f Eqn. 1
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wheref is the source or sink of the potential. The gratla
potential gives the velocity fieM:

Ug=v Eqn. 2
In this model, CRACs are treated as sources wihléomted
tiles in the raised floor of the data center aeatied as sinks.
The strengths of sources are obtained in real tiora flow-
sensors mounted on every CRAC. The strengths ositlies
are calculated by correlating the pressure dropsaca tile to
the flow resistance offered by the tile. The pressdrop
across a perforated tile is obtained in real tingepbessure
sensors placed in the plenum. Once the velocitid fie
obtained thermal zones are calculated using thecirglfield
based on the ray tracing approach [3-4]. The themuones
for an arbitrary setting of CRACs are constructeg b
exploiting the linearity of the Poisson equationingsthe
superposition principle. This is done by first doasting a set
of velocity fields for each CRAC in the data cerdassuming it
to be the only active CRAC. Then the velocity fidtd any
arbitrary combination of CRAC settings can be ai®di by
superposition of the velocity fields from this s€nce a
velocity field for a desired CRAC setting is ob&ihthermal
zones for that setting are obtained by an algorithhich
calculates the trajectory of the air flow using:

X = J’\7dt Eqn. 3
A trajectory is calculated until it either interseavith a CRAC
or with a previously assigned point.

Ill.  ENERGYBALANCE IN THERMAL ZONES

Energy balance for a thermal zone under steadye sta

conditions requires that the total power dissipatedthe
thermal zone above the raised floofz should be equal to
the total cooling power, &3,. The total power dissipated in a
thermal zone above raised floofkP can be found by adding
the power dissipated by summing up the power dissip by
the racks (= Br), CRACs (= Bcrac), PDUs (= Bopy) and
other assets (:“ﬁisc) which lie in that zone:

ﬁ’RF = ijRAC + F’jPDU + pjw + PjMisc

The cooling power for a thermal zone is calculdiedn the
fluid volumetricflow rate, o, air density, specific heat of the

Eqgn. 4

HenceAT can be used to obtain the return temperature to the
CRAC for the thermal zone.

To determine the heat dissipated in the raised-floea in a
thermal zone, we mapped each rack to its nearest Ri3ed

on Manhattan distance. Given this mapping, and (for
simplicity) assuming that all racks are identicdde power
dissipated by a given rack can be estimated byotiad power
distributed by the PDU and the number of racks redgp it.

IV. DATA CENTERMANAGEMENT WITH UTILITY
FUNCTIONS

In this work, we make the simplifying assumptioratthihe
issues of concern for data center management caedoeed
to temperature and energy consumption. Such a igicapibn
is sensible, for the following reasons. First, vea eliminate
either cost or energy because the two are relatedab
multiplicative constant: the cost per kWh. Secoadkey
reason why temperature is of concern is becausessxely
high temperatures significantly reduce equipmefdtifnes
and endanger people. Thus temperature const@ntserve
as a proxy for ensuring acceptable equipment tifeti

Here we seek a utility function U(E, T), a scalamdtion of E,
the energy consumed during a specified time intearad T, a
temperature vector that represents a set of tempesathat
are either measured directly by sensors or infen@d sensor
readings. In general, the dependence of utilitgrupnergy
could be complex, especially when the energy sappises a
nonlinear price schedule that includes either vawdiscounts
or energy savings incentives. In this work we avtidse
complexities by assuming that the utility is linéathe energy
consumption, which is consistent with a flat proer kWh.

Now suppose that the administrator wishes to mirénginergy
consumption subject to the constraint that a set
temperatures of interest, iB kept within acceptable bounds.
In practice, data center operators do not taketrigble to
look up safe temperature ranges for every piecggafpment
in the data center. Instead, the common practide adhere
to guidelines for safe operating limits publisheg Bhe
American Society of Heating, Refrigerating and Air-
Conditioning Engineers (ASHRAE). In the 2008 poétion,

a maximum temperature threshold gf,Jof 80.6F (27C) was
recommended for all IT equipment.

of

air and the difference between the air inlet andt ex A utility function which captures the above objges is a

temperatures to the thermal zond,
Bo= 2 Picoo =2 p(PiCp AT

Here the summation is performed over all perfordties in
that thermal zone. Energy balance gives:

B = Pre Eqgn. 6

This energy balance is used to determine the teatyoer
difference across the thermal zond,. The inlet temperature
to the thermal zone is obtained using real timepenature
sensors mounted on the corresponding CRACs (atteeha
we can also use temperature sensors located ipléineim).

Eqgn. 5

product of the energy utility U(E), and a dimensiss

temperature utility WT) defined over a vector of
temperatures T :
U(E,T) =8 U+ (T) Eqn. 7
with
&E) = C (- E) Eqgn. 8

For purposes of this exposition, we replace thetoreof
temperatures T with the maximum of the estimatedACR
return temperature among all the CRACs zones dod @he



temperature utility to be expressed through a thwéshold
function as follows:

KT) = 1/(1 + gTmax—max (7§ Eqn. 9

Here, C is the annual cost of cooling and its urite

$/KWlyear, E is the baseline energy consumption defined a:
the annual energy consumption when no energy-savin

measures are taken [5].

V. METHODOLOGY FOR UNIFIED APPROACH TO
COORDINATED ENERGY MANAGEMENT IN DATA CENTERS

The overall utility in a data center can be maxgxizby
provisioning the right amount of cooling power tatch the
heat dissipated in any thermal zone. Provisioniogling
power to various sections of the data center isemeld by
turning individual CRACs either on or off. In atdacenter
with N CRACs, 2' combinations of CRAC settings are
possible.  Note that somef these combinations may be
infeasible because if too many CRACs are turnedtlodfe
may not enough cooling capacity left among the iaing
CRACs to maintain the average return temperatuer al
CRACs below the desired threshold. For examplenigrgy
balance dictates that out NfCRACSs only 3 can be turned off,
then the number of feasible CRAC settingdlis = C(N,0) +
C(N,1) + C{\,2) + C(\,3).

Two different scenarios of IT workload provisioningere
studied: (1) Real time IT workload distribution bed any
energy-saving measures are taken; (2) Distributilg
workload across all active thermal zones. Since&€&RACs in
the test data center have identical capacity Higing the IT
workload equally amongst all the active thermal emon
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Figure 1. Layout of the data center

All CRAC:s in this DC are identical and each CRAQased
for a maximum flow rate @ = 12500 cfm with corresponding
energy consumption of’Bkac = 8.2 kW (including measured
0.1 CRAC power-dissipation factor). The totalg@wer Fjr
was measured to be 583 kW and assuming a powepatiss

(corresponding to active CRACs) ensures maximum CRA tactor of 0.05 for PDUsYP%ou = 29kW), the total power

utilization.

For a given scenario of IT workload provisioningeth
following was repeated for dtasible combinations of CRAC
settings: (1) Velocity field and thermal zones wdetermined
using the superposition principle; (2) IT workloan each
thermal zone was determined using rack to PDU nmapB)
Outlet temperature for each thermal zone was détedn
using energy balance; (4) Utility function for this
configuration was calculated. Of all the feasibbenbinations
of CRAC settings the one with the maximum valuettod
utility function was selected as optimal configioat

VI.

As a detailed case study, we applied our methogoinga
10,360 sq. ft commercial DC. The layout of thisadeenter
(Figure 1) with 2x2 ft floor-tiles (in blue-outlineshows that

CASE STUDY IN A COMMERCIAL DATA CENTER

dissipated in the raised floor of the DC summedroait
thermal zonesy sones Pre = 695 kW when all 10 CRACs are
turned on.

The actual measured temperature differential betwte
return and supply air temperatures of the 10 CRAGS
16.5 F. Employing global energy balance over hérmal
Z0Nes) zones Pcool = Yzones P re UNder the above assumptions,
our estimate of the mean difference between reinchsupply
air temperatures for the CRACs was found to be F/.4n
estimation error of less than 6%. Figure 2 shthesthermal
zones obtained by using potential flow model bytstg with
a configuration when 2 CRACSs are on (top left) &mthing on
one CRAC at a time to end at a scenario when alCRACs
are on (bottom-right). In each figure, the blaektangles
show the location of the active CRACSs.

the DC hasN = 10 CRACs (blue rectangles), 143 perforatedGiven the spatial distribution of{Pin the data center, we first

tiles (hashed-squares), 186 racks (grey rectangfe$DUs
(red rectangles), and an assortment of networkcds\ipurple
rectangles) and other furniture (orange rectanggs DC is
instrumented with pressure, temperature and floms@es to
give real time data.

explored if it is possible to improve upon the &rig data
center configuration (i.e., aNl = 10 CRACs are turned on).
We found that to maintain the average CRAC return
temperature belowf,, only four CRACs could be turned off.
Based on optimization over all feasible configuras of



Power saved (compared to, E in the optimal CRAC
configuration is 10.3kW, while the maximum return
temperature is 88.9F. Since this is significaattyve T =
80.6F, the temperature utility, and hence the dvel&,T) is
very small. Table 1 shows thd" and cooling power at each

of the CRACs the under optimal CRAC settings. reHihe
maximumAT = 24.9 F and the maximumdg, = 98.2 kW.

120 120

We applied our approach to maximize utility to #ire
additional scenarios: (2) Same total IT power disted
equally over active zones; (3) Consolidated IT eow
distributed equally over active zones; and (4) VRBCRACs
for total consolidated IT power distributed equatlyer all
zones.

100 100

80 80
60 60
40 40

20 20

In scenarios (3) and (4) we assumed that we caddae the
IT power by consolidating the IT workload from astimated
10% CPU utilization across all servers to a smaillenber of
servers running at 90% CPU utilization with the aémng
servers turned off. Table 1 summarizes the poaeings and
maximumAT for the four different scenarios we considered in
our case study.
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Figure 2. Thermal Zones for 9 CRAC configurations.

Scenario Max Power (kW) Power
AT (F) | Consumption| (kW) Saved

100

—=—uE 1. Actual IT power 24.9 98.2 10.3
—e—umet distribution
80T —— U(E,T)*10" [
= 2. IT power equalized 19.1 76.2 10.3
S oof ] over zones
£
2 0l ] 3. Consolidated IT powey  12.1 48.5 554
@
> 4. VFD in CRACs with | 10.8 21.6 598
25 consolidated IT power
3 7 15 31 63 127 255 1015 1023

ACU Configurations Table 1. Summary of power savings for differergrarios

VII. CONCLUSIONS

We have presented a method for determining themapbti
CRAC settings which attempt to provision the rightount of
cooling power to match the IT load in a data cernfée also
considered consolidating IT load and determinedapimal

CRAC settings for consolidated IT power.

For the data center used in our case study, ounadetields
energy saving of about 10%, for unconsolidated bBiwer

sy o5s 018 105 while it gives energy savings of about 50% for adidsted IT
ACU Configurations power. Since we used an enumeration scheme boundsd

Figure 3(a). Utility analysis for 10 CRAC configticns, (b) all feasible comblrjatlons of CRAC settings, the ra|aph
Power dissipation vs. CRAC configurations : chiferown), ~ Pecomes computationally expensive for large datgece with
CRACs (green) and IT (blue) many CRACs. In future work we explore machine é&agy

techniques to speed up the search process forr lalgm

centers. The thermal zones were based on 2D paitéiotv in
thermal zones from &, = C(10,0) + C(10,1) + C(10,2)+ this work which assumes that cross-flow in the damter is
C(10,3) + C(10,4) CRAC settings, we found a configion  not significant. While this seems to be a plausiéssumption
with 9 CRACs turned on that had the highest utilitifigure 3 we aim to derive thermal zones from 3D flow fieldsfuture
shows the power consumed in the data center atttier  and determine the error in 2D based thermal zoning.
(brown), CRACs (green) and IT (blue) for the same 9
configurations of the CRACs as shown in Figure 2.
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