A Probe Prediction Approach to Overlay Network Monitoring
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Abstract—Nowadays the overlay network has greatly improved the performance of the Internet. The overlay network flexibly selects its communication paths and targets and thus can benefit from estimation of end-to-end network performances. For an overlay network with n end hosts, most of the existing systems have to send O (n^2) probes into the network and then they calculate the performances of all links. Although these systems to some extent can determine the performances of the links, they have to send plenty of probes into the network, which has generated great traffic and imposed extra overload in the network. In order to address the problem, we propose a new approach based on probe prediction method by which we only need to measure a few probes in the probe set and predict out the responses of the rest probes and then we revise the final prediction results and find out the suspected congested links set. The experiments have shown that we only need to send about 20% of the total probes and infer all the responses of these probes with higher accuracy than ever before.
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I. INTRODUCTION

The proposal of overlay provides a promising way to overcome the Internet ossification. The overlay system flexibly selects its communication paths and targets, and thus can benefit from estimation of end-to-end network performances such as latency and packet loss rate. So it is very important to monitor the network links performance. However, for an overlay network with n end hosts, most of the existing systems have to send O (n^2) probes to measure the end-to-end performances. Although these systems to some extent can determine the links’ performances, still they have following drawbacks. On one hand they lack scalability; on the other hand too many probes have generated great traffic in the network, which may influent the network performance. So how to determine the links performances with least probes becomes the current focus of research.

The existing probe selection methods can be divided into two classes: scalable end-to-end performance estimation schemes [1] [2] [3] [4] [5] [6] and algebraic end-to-end performance inference schemes [9] [11]. The methods in the former category also can be categorized into clustering based methods [5] [6], coordinate based methods [3] [4] and collaborative prediction based methods [1] [2]. The clustering based ones and the coordinate based ones can only be used to estimate the latency, and cannot be used to detect congestions and faults, for that the end hosts in these systems may take different routers to remote end hosts. Although the collaborative based methods can be used to estimate both latency and path packet loss rate, they just randomly monitor a subset of the links in the network without probe selection phase. However, the monitoring on some paths is unnecessary for that some paths can be calculated by a linear combination of other paths. Methods based on the algebraic end-to-end performance estimation schemes selectively monitor a basis set of k paths. And by monitoring the loss rates for these paths in the basis set, it can infer the loss rates for all end-to-end paths. This method can be used in scalability systems and usually the number of paths in the basis set (i.e. k) equals to O (n log n). However, under some special conditions such as the rank of the routing matrix that formed by the whole paths is approaching full rank, the number of paths in the basis set (i.e. k) can be very large.

In this paper, we propose a new network monitoring method which is based on collaborative prediction [8]. We just monitor a small subset of paths and infer out the packet loss rates of the rest paths. Besides, we propose a method to improve the prediction results. Meanwhile, our method can also be extended to other metrics, such as latency.

The rest of this paper is organized as follows. Section II presents a general description on the Overlay network monitoring problem. Section III presents the MMMF model and our probe selection method. Section IV revises the prediction results and gives the suspect congested link set. Section V evaluates the proposed algorithms and the paper concludes in section VI.

II. PROBLEM FORMULATION

Fig.1 is an example of network model. Fig.1 (a) is the logical network topology of a managed network. The relationship between the probes and the links can be represented by the matrix in Fig.1 (b). The rows in the matrix E correspond to probes and columns correspond to links. E_{ij} in the matrix equals 1 if the probe j passes the link i, and E_{ij} = 0, otherwise. In the Overlay network, probe is sent from
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one end host to another one, and the number of probes equals the number of end host pairs, so we can represent the responses of the probes by the matrix in Fig.1 (c), where the rows correspond to the sources of the probes and the columns correspond to the destination of the probes. Each entry in the matrix represents a certain state of the corresponding probe. Here, the entries in the diagonal line of the matrix do not exist for that the sources and the destinations are the same. We add extra probes correspond to the entries in the diagonal line of the matrix which pass no links and the responses of these probes are all 0 (i.e. normal state).

Here, the entries in the diagonal line of the matrix do not exist for that the sources and the destinations are the same. We add extra probes correspond to the entries in the diagonal line of the matrix which pass no links and the responses of these probes are all 0 (i.e. normal state).

A network model

All the probes in Fig.1 (c) constitute of the probe set. Our goal is to determine all the paths’ performances by a minimal subset of the total probe paths with maximum accuracy.

III. MMMF MODEL AND PROBE SELECTION

A. MMMF model

Most of the existent Overlay monitoring algorithms need to send a great part of the probes even all to measure the packet loss rates of the paths between each end host pair, which will generate too much traffic in the network. In order to save traffic we only send a small subset of the probe set to form a sparse matrix like Fig.1 (c) and use MMMF to predict out the responses of the rest probes. In MMMF prediction algorithm, the entries in the matrix need to be 1, -1 or 0 (1 and -1 represent OK and false state, and 0 represents unknown state), while the entries in the matrix in Fig.1 (c) that represents the responses of the probes are either 1 or 0 (1 for OK state and 0 for false state). So we need to transform the matrix in Fig.1 (c) into binary matrix, where 0 entries are transformed into 1 and 1 entries are transformed into -1 and the unset probes are filled with 0. Fig.2 is an example of the transform from the matrix in Fig.1 (c) to binary matrix. Fig.2 (b) is the probe-response matrix with probes N1->N3, N3->N1 … N4->N5 unmeasured.

Fig.2 (b) is the matrix transformed from the matrix in Fig.2 (a). After we select a small subset of the probe set to monitor we can get a sparse matrix. Then we use MMMF to get a full matrix approximate to the sparse matrix, which can predict the probe responses which have not been measured. The prediction result is shown in Fig.3 (a). As the entries in the approximate matrix are decimals from -1 to 1, we need to transform the decimals into -1 or 1. If the entry is greater than 0 it is transformed into 1, otherwise it is transformed into -1. Fig.3 (b) is the transformed result.

```plaintext
<table>
<thead>
<tr>
<th>N1</th>
<th>N2</th>
<th>N3</th>
<th>N4</th>
<th>N5</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>N2</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>N3</td>
<td>0</td>
<td>-1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>N4</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>N5</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
```

(a) The prediction result

(b) The matrix transformed from the prediction result

Figure 3. The prediction result

However, the accuracy for primary prediction may not be satisfactory. So there turns up a problem of improving the prediction accuracy. There exists a relationship between the absolute value of the matrix entry and the prediction certainty, the entry with large absolute value is quite sure for being OK or false. In Fig.3 (a) we select the probe corresponding to the entry with large absolute value. However, the accuracy for primary prediction may not be satisfactory. So there turns up a problem of improving the prediction accuracy. There exists a relationship between the absolute value of the matrix entry and the prediction certainty, the entry with large absolute value is quite sure for being OK or false. In Fig.3 (a) we select the probe corresponding to the entry with large absolute value. If the entry is greater than 0 it is transformed into 1, otherwise it is transformed into -1. Fig.3 (b) is the transformed result.
The path $P_i$ is a vector $v \in \{0,1\}^s$ where $s$ is the number of links and the $j$th entry $v_j$ is 1 if the path $P_i$ passes the link $L_j$ and 0 otherwise. Let $p_i$ denote the packet loss rate of path $P_i$ and $l_i$ denote the packet loss rate of link $L_i$ and assume that the packet loss rate is independent among links we can have following equation.

$$1 - p_i = \prod_{j=1}^{s}(1 - l_j)^{v_j}$$

Define a vector $x \in R^s$ with elements $x_j = \log(1 - l_j)$, we have the following equation, where $v^T$ is the transpose of $v$.

$$\log(1 - p_i) = \sum_{j=1}^{s} v_j \log(1 - l_j) = \sum_{j=1}^{s} v_j x_j = v^T x$$

Define a vector $b \in R^s$ with elements $b_i = \log(1 - p_i)$ and with the matrix $E$ in Fig.1 (c) we have

$$E^T x = b$$

We decompose $x$ into $x = x_E + x_N$, where $x_E$ is a projection on the paths space and $x_N$ is a projection on the null space (i.e. $E^T x = 0$). As the paths can be written as a unique combination of the max linearly independent paths, so the packet loss rate of the rest paths in the subset can be inferred from these linearly independent paths.

IV. PREDICTION RESULTS REVISION

Due to the fact that the prediction results cannot be 100% correct, usually contradictory predictions exist. Even though some probes are predicted incorrectly, for a link in normal state, there are often only a few probes that pass it would be in negative state. For example, if a link in congested state would cause three probes to be negative, it is a small probability event that all these three probes are predicted to be negative when the link is in normal state. Similarly, for a real congested link, it is highly unlikely that all probes that pass it are predicted to be positive. Based on this fact, we propose a simple but effective approach to deal with the incorrect prediction results. Experiments in section V show that it could efficiently reduce the incorrect predictions.

Let $S_i$ be the probe that is predicted to be negative; let be the set of all probes that could be possibly predicted to be negative ($S_i \in S$); let $S_n$ be the set of probes that are actually predicted to be negative. Let $L_i$ be the congested links, and be the set of all congested links ($L_i \in L$). Then we use a metric as follows.

$$\alpha_{L_i} = \frac{\sum_{i \in S_i} \sum_{l_i \in L_i} P(S_i|L_i)}{\sum_{i \in S_n} P(S_i|L_i)}, \quad 0 \leq \alpha_{L_i} \leq 1$$

For a particular link $L_i$, if $\alpha_{L_i} < \alpha$ (is a constant value between 0 and 1, such as 0.5), $L_i$ should be regarded as a congested link.

Each link $L_i$ has a corresponding $\alpha_{L_i}$. If $\alpha_{L_i}$ exceeds the threshold ($\alpha$), link $L_i$ is considered as a suspected congested link. For each negative probe $S_i \in S_n$, only if it could be explained by at least one suspected congested link, its result can be considered as correct, otherwise it should be revised to be positive.

V. EXPERIMENTAL EVALUATION

In this section we present our evaluation metrics, experiment methodology and the experiment results.

A. Experiment Methodology

The data source is gathered from NS2. The prediction and localization methods are implemented by Matlab. We measure all the path packet loss rates of every leaf-node pair. If the packet loss rate is greater than 0.05 we denote it by 1, else we denote it by -1. Thus we get a binary matrix to represent the responses of the probes. We consider the following dimensions for our experiment.

- Network topology: Firstly we generate 5 networks with the number of nodes from 100 to 500 by a popular topology generator, GT-ITM. The nodes include both internal nodes and end nodes (leaf nodes). 30% of the nodes are leaf nodes and the rest are internal nodes.
- Link loss rate distribution: 90% of the links are selected to be in normal state and the rest are in congested state. The links in normal state are assigned with the loss rate at 0.001 and the congested links are assigned with the loss rate at 0.9.
- Loss model: The loss model is achieved by the error loss model in NS2. We set up an ftp between every leaf node pair and send 1000 packets at every leaf node. Then we count the packets that received at the other nodes. We assume that the packets are all received or drop (i.e. There is no packet that is still being transported on the network when we stop the NS2 simulation).

B. The Metrics

The metrics include prediction accuracy, and the final revision accuracy.

Let $Ne$ be the number of the total probes, $N$ the number of probes that have been send into the network and $CN$ the number of probes whose responses have been predicted out correctly.

$$\text{Prediction Accuracy} = \frac{CN}{Ne - N}$$

Let $P^*$ be the set of real congested links, $\overline{P}$ be the set of links in normal state and $P$ be the set of suspected congested links. So the detection accuracy of the suspected congested links and the false positive accuracy can be written as follows.

$$\text{Detection Accuracy} = \frac{|P \cap P^*|}{|P^*|}$$

$$\text{False Positive} = \frac{|P \cap \overline{P}|}{|P^*|}$$

C. The Experiment Results

1) Monitoring all selected probes VS Monitoring the linearly independent group of the selected probes

In this experiment, we compare the prediction accuracy of the method of monitoring all selected probes with the method of only monitoring the linearly independent group of the
selected probes. The number of nodes of the network topology is set to be 100. Firstly, we select two groups of probes in the probe set. The number of probes in both groups is 10% of the total probes, and the probes are selected randomly. We monitor all the probes in the first group while in the second group we only monitor the linearly independent group of the probes at first and then we infer out the responses of the rest probes in the second group. Then we use MMMF algorithm to predict the responses of the unselected probes. The result is shown in Fig. 4.

Fig. 4 clearly shows that to reach the prediction accuracy level at 0.9 the method of only monitoring linearly independent group of the selected probe only can save as many as 140 probes (about 16% of the total probes) to monitor compared with the method of monitoring all the selected probes. As the selected probes can be inferred from their linearly independent group there is no need to monitor them all, which can save a lot of traffic and cost generated by monitoring probes.

2) The number of probes needed to achieve certain prediction accuracy level

In this experiment, we find out the number of probes needed to achieve certain prediction accuracy level in the 5 networks with the number of nodes from 100 to 500. We first set the prediction accuracy level to be 0.90. Then from the experiment in (1) we randomly select 10% probes in the probe set and find the linearly independent group of them to monitor. After that we infer out the responses of all the selected probes from the monitored probes. Then we use MMMF to predict the responses of the unselected probes. We stop the prediction until the prediction accuracy is up to 0.9. Then we count the number of probes that monitored in each network. The result is shown below in Tab.1.

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Probes</td>
<td>23.0%</td>
<td>22.0%</td>
<td>20.9%</td>
<td>20.0%</td>
<td>19.9%</td>
</tr>
</tbody>
</table>

From Tab. 1 we can clearly see that the number of probes that needed to monitor is only about 20% and the number decreases as the size of network grows. The reason is that the larger the network is, the more hidden factors lie in it and more accurate prediction we can achieve and less number of probes need to monitor. So, significant traffic and cost can be saved while monitoring the network.

3) The detection accuracy of the suspected congested links and false positive accuracy

In this experiment, the data is from the above experiment (i.e. we use MMMF to predict the results of the probes and stop when the prediction accuracy is up to 0.90). Then we find the probes whose results are 1 and calculate \( \alpha_L \) for every link and then find out the suspected congested links set. With the metrics we can get the detection accuracy and false positive accuracy, as shown in Tab.2.

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection accuracy</td>
<td>99.9%</td>
<td>99.6%</td>
<td>99.8%</td>
<td>100%</td>
<td>99.9%</td>
</tr>
<tr>
<td>False positive</td>
<td>10.2%</td>
<td>8.3%</td>
<td>4.6%</td>
<td>2.4%</td>
<td>0.4%</td>
</tr>
</tbody>
</table>

From Tab. 2 we can see that the suspected congested links can cover almost 100% of the real congested links and the false positive accuracy is very low, which means in the future congested localization we only need to do the diagnosis in the suspected congested links set.

4) The final revision accuracy

After we find the suspected congested links set in experiment (3) we can revise the prediction results. If the probes predicted to be negative (i.e. 1) passes no suspected congested links we revise it to be positive (i.e. -1). The revision accuracy metric is the same with the prediction accuracy and the final revision accuracy is shown in Tab.3.

<table>
<thead>
<tr>
<th>Number of Nodes</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
</tr>
</thead>
<tbody>
<tr>
<td>Revision Accuracy</td>
<td>95.5%</td>
<td>95.7%</td>
<td>96.3%</td>
<td>97.1%</td>
<td>97.3%</td>
</tr>
</tbody>
</table>

In Tab.3 we can see that the final revision accuracy greatly improves the prediction accuracy (about 5%-7%) and can be up to 97% or higher which is quite acceptable for future congested links localizations. Besides, with the size of the network grows the revision accuracy increases. One possible reason is that the larger the network is, the more paths it has, and the \( \alpha_L \) will be more accurate.

VI. CONCLUSIONS

In this paper we propose an algorithm to monitor the overlay networks based on MMMF prediction method. By selecting a small subset of the probes set and finding their maximum linearly independent group to monitor and inferring out the responses of the rest selected probe, then by using MMMF algorithm we can only send 20% of the whole probes to get the responses of all probes. Then we propose a method to find out the suspected congested links set and revise the prediction results and the experiment shows that the final revision can be up to 97% or higher and the suspected congested links can cover almost 100% of the real congested links, which is quite acceptable for future congested links localization for overlay network.
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