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Abstract – In recent years, significant research has been conducted to boost the performance and increase the reliability of high performance computing (HPC) clusters. As the number of compute nodes in modern HPC clusters continues to grow, it is critical to design clusters with low power consumption and low failure rate. In particular, it is widely known that the internal disk drives of compute nodes (in the case of diskfull clusters) are a major source of failures. In addition, these diskfull HPC clusters tend to require more power and cooling requirements compared to diskless clusters. In this paper, we propose and implement a large-scale Infiniband-based diskless HPC cluster. The paper presents the cluster configuration and evaluates its performance using various High Performance LINPACK (HPL) benchmarks. The performance is measured in terms of the overall efficiency, speed in Giga-Floating Point Operations per Second (GFLOPS), and HPL execution time. We also measure temperature and power consumption. We compare the performance measurements of our diskless cluster to its diskfull counterpart. For our measurement and comparison, we consider three cluster sizes of 32, 64, and 126 compute nodes.


I. INTRODUCTION

In recent years, we have witnessed a growing interest and research in improving the performance and reliability of the high performance computing components and infrastructure. In addition, power and cooling have become a major issue in designing High Performance Computing (HPC) solutions. Green Top500 [1] was established primarily to address this concern. For all those reasons, many HPC providers and HPC centers are striving to attain all these goals with the least amount of side-effects possible. One of these attempts is researching the diskless HPC systems.

Diskless HPC clusters consist of compute nodes with no local disks. Instead, the compute nodes get their OS image during boot-up by using a centrally located device (or disk node) over a local LAN. In some designs, an internal network (e.g. 1 Gbps Ethernet) is used to provide not only inter-processor communications (IPC) among compute nodes but also a medium for booting and file transmission. In other advanced designs, as shown in this paper, the IPC communication is carried out on a separate extremely high-speed interconnect technology such as Infiniband or Myrinet.

There is a number of obvious advantages to diskless clusters. First, the cost per cluster node becomes lower. Nowadays, the average cost of a server-level disk is about $200 [3]. This translates to $102,400 for a 512 nodes cluster. Second, diskless clusters have smaller footprints, i.e., lower power and cooling requirements. Third, cluster configuration and setup are consistent. In a diskfull cluster, system administrators spend considerable amount of time in developing and running script to ensure identical installations of OS images and files for all individual cluster nodes. In diskless cluster, since all nodes bootup over a network from a centralized disk server, identical OS images and installation files are ensured, thereby achieving system and file consistency across all compute nodes.

The real advantage to diskless clusters, however, is the reduced maintenance, or downtimes. With diskless systems, all mechanical parts – apart from the internal fans – are eliminated. For example, the mean time between failures (MTBF) of an internal disk is reported to be 300,000 hours, or 34 years of continuous operation [2]. Thus, if there is a cluster of 100 nodes, 3 to 4 disks will be replaced every year. If there is a cluster with 12,000 nodes, then on average, a disk fails every 25 hours, or around every day.

On the other hand, there are clearly obvious drawbacks associated with diskless HPC. The most obvious drawback is the added network traffic. Since the compute nodes load their OS image by using a centrally located device over a local LAN, a diskless HPC cluster configuration generates more network traffic than a diskfull HPC cluster by reading the image over LAN. Moreover, if the network connection or the centralized OS image is not available, none of the compute nodes will be accessible. Solutions exist for these drawbacks [3], such as creating a RAM disk on each compute node by allocating part of the compute node's main memory as a partition for the file system. The RAM disk will be used for storing the most frequently accessed files. Therefore, the compute node can access some files from local memory instead of through the network.

The rest of the paper is organized as follows. In Section II, we present our test environment and detailed configurations. In Section III, we describe our benchmark methodology and the tools used to conduct the experiments. The performance and experimental results are discussed and analyzed in Section IV. Section V concludes the study and identifies future work.

As described, many benchmarks were done in the past to measure the performance of diskless HPC systems. Most these benchmarks were done using the Ethernet LAN as a local cluster interconnect for communication as well as for loading the diskless computes with the OS image.
Contributions. Our primary contributions in this paper are as follows. First, our diskless experimental setup and configuration are unique from prior experiments that exist in the literature. Our proposed cluster is more practical as it is using state-of-the-art hardware for nodes and advanced interconnect technology. Second, our testbed out-scale other prior testbeds. Our cluster consists of a 126 compute nodes, with each node having a quad-core processor. These nodes with multi-core processors would impose high demands on the communication network. Third, in sharp contrast to other related and prior experimental work, we study and measure the performance of diskless clusters in terms of a variety of key metrics and measures of engineering and design importance. Fourth, the temperature and power consumption are also measured and reported in order to quantify the benefit of using diskless clusters in terms of power saving.

II. THE CLUSTER DESIGN

To perform our diskless vs. diskfull benchmark evaluation, a DELL cluster of PowerEdge M610 Blade Servers was used. As shown in Figure 1, the cluster consisted of 126 nodes with dual sockets and Intel QuadCore X5570 (Nehalem) 2.93GHz processors. The operating system running on the nodes was RedHat Enterprise Linux Server 5.3 with the 2.6.18-128.el5 kernel. Each node was equipped with an Infiniband Host Channel Adapter (HCA) supporting 4x Double Data Rate (DDR) connections with the speed of 16Gbps, and 1Gbps Ethernet connection. The Infiniband connection was used for the actual inter-process communication while the Ethernet connection was mainly used for the OS image boot-up and remote access. Each node also had 12 GB (6 x 2GB) DDR3 1333MHz of memory, therefore, the total amount of memory the system had was around 1.5 TB.

The physical layout of our cluster consists of six racks, each rack contains two chassis, and each chassis can host up to 12 blade nodes. That is, each rack supports 24 nodes. From each node we had a 4x-DDR Infiniband connection going to a central 144-port Qlogic Infiniband switch. Figure 2 shows the Infiniband interconnection design as described. It is important to mention that this design is considered non-blocking as each node guarantees to have the full 4x DDR 16Gbps interconnect speed. This fast interconnect would drive the cluster to a higher utilization, which in theory, may affect the diskless concept.

Our Infiniband interconnect topology uses three switches. A top-level switch that connects two leaf switches. Each leaf switch can support up to 72 nodes, as it connects 3 racks with each rack supporting 24 compute nodes. Under this configuration, IPC communication among nodes of 32 and 64 clusters is localized to one leaf switch, but for the cluster of 128 nodes, the top-level switch is involved to support more nodes.

Figure 3 shows an example of the HPL input file that was used for our 126-node benchmark runs with the tuned input parameters. Two other HPL input files were generated using the same techniques above for choosing the values of $P$, $Q$, and $N$, one to be run on a system with 32 nodes and the other to be run a system with 64 nodes.

III. EVALUATION METHODOLOGY

In this section, we present our configuration to setup and perform (HPL) benchmark for both diskless and diskfull nodes. To measure and compare performance, we use “LINPACK” benchmark. LINPACK is one of the standard benchmarking tools for HPC, is a collection of Fortran subroutines that analyze and solve linear equations and linear least-squares problems. The package solves linear systems whose matrices are general, banded, symmetric indefinite, symmetric positive definite, triangular, and tridiagonal square. In addition, the package computes the QR and singular value decompositions of rectangular matrices and applies them to least-squares problems. LINPACK uses column-oriented algorithms to increase efficiency by preserving locality of reference” [4].

The last parameter that we discuss is “NB”, which is the block size in our grid. Usually block sizes giving good results are within the (96, 104, 112, 120, 128, ..., 256) range, and from our experimental runs, the value of 224 for $NB$ has shown to give the best results compared to the various test runs we did with other values of $NB$.
To evaluate the performance of our system, the theoretical peak execution speed of the system had to be calculated in GFLOPS to know the maximum theoretical speed which cannot be exceeded. In the Top500 supercomputers terminology [1], the maximum theoretical system speed is referred to as “Rpeak”, while “Rmax” is the actual speed obtained when HPL is run. The “Efficiency” of the system is the ratio of Rmax to Rpeak (Rmax/Rpeak). The efficiency can be affected by the underlying interconnect technology used for IPC communication among compute nodes, the amount of RAM available for individual compute nodes, as well as the MPI implementation used for communication among cluster nodes of the system. [4]

For example, to calculate the theoretical Rpeak value for a system that consists of 126 nodes each with 8 Nehalem cores capable of 4 operations per cycle with a speed of 2.93GHz per core, the following formula is used:

\[
R_{peak} = \text{CPU Speed(GHz)} \times \text{Total Cores} \times \text{Ops/Cycles} = 2.93 \times (8 \times 126) \times 4 = 11813 \text{ GFLOPS}
\]

For our test, each node had 12GB for memory and 8 physical cores, and each launch on the cluster was utilizing all cores available. The HPL problem size “N” was set to 92% of the total memory size of the system in each case.

IV. EXPERIMENTAL RESULTS

In this section, we present and discuss our experimental results based on the benchmark methodology explained in Section III. All measurements reported in this section are the average readings of three runs. The performance is measured and compared for both diskless and diskfull clusters while varying the cluster size. We study and measure the performance in terms of HPL efficiency, GFLOPS, HPL runtime and IO node disk and network utilizations. We also examined the disk swapping effect on the diskless high performance cluster.

It is observed from Figure 6 that the execution time of HPL increases when the cluster size increase, although larger cluster size would have more memory and more processing speed (i.e. GFLOPS). The reason for this increase is due to the way that LINPACK benchmark works. LINPACK provides three separate benchmarks that can be used to evaluate the performance of a dense system. The first is computing a 100 by 100 matrix, the second is for a 1000 by 1000 matrix, while the third benchmark, of a particular interest, is dependent on the algorithm chosen by the manufacturer and the size and speed in addition to the available memory of the system being benchmarked [22]. The third benchmark was the one used. In other words, the benchmark execution size is made proportional to the size of the cluster in terms of memory, GFLOPS, and nodes. Large clusters will have larger benchmarks to run. This clearly explains the increase of execution time exhibited under clusters of 64 and 126 nodes.

Another experiment was performed where the cluster nodes were forced to swap to disk, by increasing the HPL required memory (i.e. N as an HPL input value) to 95%. The intention of this experiment was to measure the effect of disk swapping on the diskless cluster. While the diskfull system continued to run with typical swapping activities, Out-of-Memory (OOM) process was seen on the diskless compute nodes, causing the nodes to kill system processes randomly when they ran out of memory. The diskless HPC did not succeed running the benchmark when swapping is needed. Obviously, that is one limitation of running diskless HPC cluster.

We also measured the Gigabit Ethernet network utilization and disk I/O activities at the disk node throughout the experiment run time. Figure 7 illustrates the disk I/O activity on the image node while the diskless nodes are booting. As shown, the first read burst at 29s was caused by loading the kernel image into the diskless nodes, while the second burst at approximately 70s was caused by the start of actual loading OS files. Beyond 146s, the OS image was entirely loaded into memory and minimal disk reads were taking place. On the other hand, disk writes continued as the diskless nodes were writing their states on the disk node, such as system and kernel logs (e.g. /var). These writes, however, did not exceed 8MB/s aggregate.

<table>
<thead>
<tr>
<th>#Nodes/State</th>
<th>Avg. Temp (°C)</th>
<th>Avg. Power (Watts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>126 Nodes/diskfull</td>
<td>18</td>
<td>280</td>
</tr>
<tr>
<td>126 Nodes/diskless</td>
<td>18</td>
<td>277</td>
</tr>
</tbody>
</table>

During the time of HPL run on all 126 nodes, the temperature of both CPUs, the mother board’s temperature, and the power consumption for all 126 nodes were monitored while running diskless and on disk. DELL’s version of Intelligent Platform Management Interface (IPMI) tool [17] was used to collect such readings from all 126 nodes while the benchmarks were running on the nodes and fully utilizing the CPU and memory. In terms of temperature and heat dissipation, the diskfull and diskless readings
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were about the same at 18°C while performing the HPL test. In terms of power consumption, however, the diskless nodes operated with an average of 277 Watts per node, compared to 280 Watts per node for the diskfull configuration. This difference in power saving matches the hardware specifications of the published DELL internal disks power consumption [18] where they consume around 5 Watts per node. According to the United States’ Department of Energy statistics for 2009, the average price for electricity in the USA is 10.01 cents per kW hour [23]. This would translate to an annual saving of U.S. $31,567 for a diskless cluster consisting of 12,000 nodes compared to a diskfull cluster of the same size.

5. CONCLUSION AND FUTURE WORK

Diskless HPC clusters are becoming a compelling alternative with greater benefits when compared to diskfull clusters, particularly in terms of reducing power consumption and failure rate. In this paper, we have presented a design and a configuration of a state-of-the-art diskless cluster using InfiniBand-interconnect technology. Our cluster consisted of 126 compute nodes equipped with quad-core processors. We measured and evaluated the performance of such a cluster in terms of key metrics which include overall efficiency, execution speed (in GFLOPS), and execution time. We also measured temperature and power consumption. These measurements of diskless cluster were compared to its respective diskfull cluster, considering three cluster sizes of 32, 64, and 126 compute nodes. Our results show that diskless clusters yield comparable performance to diskfull clusters, and in some cases outperform the diskfull. In terms of power consumption, diskless clusters clearly win with power significant saving of at least 3 Watts per node. On the other hand, diskless clusters have shortcomings. For one, diskless clusters require ample of RAM. It was demonstrated that if compute nodes are forced to perform disk swapping by decreasing their available memory, the compute nodes will freeze. Another obvious shortcoming is that the disk node in a diskless cluster can be a single point of failure. However, these two shortcomings can be alleviated by increasing the RAM of compute nodes and by having more reliable disk nodes that use advanced network storage technologies such as NAS and RAID technology.
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